IMAGINE the following situation: You are sitting unobserved in a physician’s office watching a week of his professional activities. During the course of the week, some 100 patients come to his office, each telling him of his symptoms, which you record; after each patient leaves the office, and any requested laboratory findings have arrived, the physician records his diagnosis for that patient. At the end of the week you have collected a set of 100 symptom configurations, one for each patient, and a set of 100 corresponding diagnoses.

Alternatively, you are sitting unobserved in the office of a personnel officer of a large manufacturing concern. He has 100 folders on his desk, each containing information about a different applicant for 50 sales positions with his company. He spends his week carefully looking through the application materials for each applicant—examining the applicant’s test scores, the ratings made by each of the company's three initial interviewers, and the reference forms from each of the applicant’s past employers. When he has completed examining the materials for each applicant in turn, he records his selection decision. At the end of the week each of the 100 folders of application data has a corresponding personnel recommendation associated with it.

Again alternatively, you are watching a clinical psychologist function over the course of a month at a busy outpatient psychiatric clinic. Most of his day he spends administering tests and interviewing patients. But, for a few hours at the end of every day he gathers together all of the information he has collected on one patient, examines it all carefully, and proceeds to write a report of his findings. In this report he includes some descriptive statements about the patient and his problems, the patient’s diagnosis, and some predictions of the likelihood of certain important consequences for the clinic (e.g., the probability of the patient committing suicide, his probable response to treatment, etc.). The data collected from the patient (test scores, interview notes, etc.) are stored in one folder; the resulting reports are sent elsewhere in the clinic. At the end of the month, you can gather together 100 patient folders, plus the 100 corresponding psychological reports.

Each of these three professional activities has as its central core a reliance upon what the practitioner might call “clinical wisdom,” but which in psychology is more modestly called “clinical judgment.” Each is an important human cognitive activity, typically carried out by a professional person, aimed at the prediction of significant outcomes in the life of another individual. When the same type of prediction is made repeatedly by the same judge, using the same type of information as a basis for his judgments, then the process becomes amenable to scientific study. And, not surprisingly, over the past 20 years the clinical judgment process has begun to be studied intensively by investigators all over the world.

THE FOCUS ON ACCURACY

Historically, the earliest research efforts centered on the accuracy of such clinical judgments. And,
since World War II had sparked the emergence of clinical psychology as an applied specialty area (in which, at least at first, clinicians spent a good deal of their professional time making diagnostic judgments), it was natural that the first major focus of accuracy research was upon the diagnostic acumen of clinical psychologists themselves. Over the past 20 years, a flurry of such studies has appeared, the most dramatic and influential being the early ones reported by Kelly and Fiske (1951) and Holtzman and Sells (1954).

Studies of the accuracy of these sorts of judgments have yielded rather discouraging conclusions. For example, one surprising finding—that the amount of professional training and experience of the judge does not relate to his judgmental accuracy—has appeared in a number of studies (e.g., Goldberg, 1959; Hiler & Nesvig, 1965; Johnston & McNeal, 1967; Levy & Ulman, 1967; Luft, 1950; Oskamp, 1962, 1967; Schaeffer, 1964; Silverman, 1959; Stricker, 1967). Equally disheartening, there is now a host of studies demonstrating that the amount of information available to the judge is not related to the accuracy of his resulting inferences (e.g., Borke & Fiske, 1957; Giedt, 1955; Golden, 1964; Grant, Ives, & Ranzoni, 1952; Grigg, 1958; Hunt & Walker, 1966; Jones, 1959; Kostlan, 1954; Luft, 1951; Marks, 1961; Schwartz, 1967; Sines, 1959; Soskin, 1959; Winch & More, 1956).

Let us look at Oskamp's (1965) study as one example of some of these findings. Oskamp had 32 judges, including 8 experienced clinical psychologists, read background information about a published case, divided into four sections. After reading each section of the case in turn, and thus before seeing any other information, each judge answered a set of 25 questions about the personality of the target (questions for which the correct answers were known to the investigator). For each question, the judge also indicated his confidence in the accuracy of his prediction by indicating the percentage of questions answered with that much confidence that he would expect to answer correctly. Oskamp found that as the amount of information about the target increased, accuracy remained at about the same level, while confidence increased dramatically. In general, the average judge was slightly overconfident when he had only one-fourth of the total amount of data available to him (he estimated that he would be correct on 33% of the questions, while he was actually correct on 26%); by the time he had seen all of the information, however, he was extremely overconfident (53% estimated correct versus 28% actually correct). Oskamp (1965) concluded:

the judges' confidence ratings show that they become convinced of their own increasing understanding of the case. As they received more information their confidence soared. Furthermore, their certainty about their decisions became entirely out of proportion to the actual correctness of those decisions [p. 264].

For another demonstration of this same phenomenon, see Ryback (1967).

Such findings relative to the validity of clinical judgments obviously raise questions as to their reliability. Within the judgment domain, we can distinguish at least three different types of inferential reliability (Goldberg & Werts, 1966): (a) stability, or reliability across time (for the same judge using the same data); (b) consensus, or reliability across judges (for the same data and the same occasion); and (c) convergence, or reliability across data sources (administered on the same occasion and interpreted by the same judge). While the relatively few investigations of judgmental stability have concluded that judges may show substantial consistency in their judgments over time, the vast majority of reliability studies have focused upon judgmental consensus and have come to widely disparate conclusions. Findings have ranged from extremely high consensus on some judgmental tasks (e.g., Bryan, Hunt, & Walker, 1966; Goldberg, 1966; Hunt & Jones, 1958a, 1958b; Hunt, Jones, & Hunt, 1957; Hunt, Walker, & Jones, 1960; Weitman, 1962; Winslow & Rapersand, 1964) to virtually no consensus on other tasks (e.g., Brodie, 1964; Grosz & Grossman, 1964; Gunderson, 1965a, 1965b; Howard, 1963; Marks, 1961; Ringuette & Kennedy, 1966; Watley, 1967; Watson, 1967).

The classic study of the convergence among clinical inferences was carried out by Little and Schneidman (1959), who concluded that the reliability of clinicians' judgments leaves "much to be desired" (a most dramatic understatement if one examines their important findings). In a more recent study, Goldberg and Werts (1966) concluded that "an experienced clinician's judgments from one data source do not correlate with another clinician's judgments from another data source, even though both clinicians are diagnosing
the very same patient on—ostensibly—the very same trait [p. 205].” Most of the other studies of judgmental convergence (e.g., Howard, 1962, 1963; Phelan, 1964, 1965; Vandenbergh, Rosenzweig, Moore, & Dukay, 1964; Wallach & Schooff, 1965) have tended to confirm this somewhat dismal general picture.

If one considers the rather typical findings that clinical judgments tend to be (a) rather unreliable (in at least two of the three senses of that term), (b) only minimally related to the confidence and to the amount of experience of the judge, (c) relatively unaffected by the amount of information available to the judge, and (d) rather low in validity on an absolute basis, it should come as no great surprise that such judgments are increasingly under attack by those who wish to substitute actuarial prediction systems for the human judge in many applied settings. Since I assume that virtually all psychologists are acquainted with what has come to be known as the “clinical versus statistical prediction controversy” (e.g., Gough, 1962; Meehl, 1954, 1956, 1957, 1959, 1960; Sawyer, 1966), I can summarize this ever-growing body of literature by pointing out that over a rather large array of clinical judgment tasks (including by now some which were specifically selected to show the clinician at his best and the actuary at his worst), rather simple actuarial formulae typically can be constructed to perform at a level of validity no lower than that of the clinical expert.

The Focus on the Judgment Process

As a consequence of these sorts of findings, the research focus among judgmental investigators has begun to turn from validity studies to investigations of the process of clinical inference, the aim of which is to “represent” (or “simulate” or “model”) the hidden cognitive processes of the clinician as he makes his judgmental decisions (Hoffman, 1960). Hopefully, by understanding this process more completely than we do today, clinical training programs can be made more effective and judgmental accuracy can thereby be increased.

An investigator of the clinical judgment process might express his aims through the following questions: By what psychological model can one best depict the cognitive activities of a judge? More specifically, what model allows one to use the same data available to the judge and combine these data so as to simulate most accurately the judgments he actually makes? To return to the three illustrative examples described at the beginning of this paper, these questions could be reformulated, respectively:

1. By what model can the 100 symptom configurations from each of the 100 patients be combined so as to generate most accurately the physician's resulting diagnoses?

2. By what model can the information extracted from the 100 applicant folders be combined so as to produce the most accurate prediction of the personnel officer's selection decisions?

3. By what model can the information from the psychological folders of the 100 psychiatric patients be combined so as to most accurately reproduce the material found in the 100 psychological reports?

All of these questions have some common elements, namely, (a) a search for some formal (i.e., specifiable) model, which (b) uses as its “input” the information (data, cues, symptoms, etc.) initially presented to the judge, and (c) combines the data in some optimal manner, so as to (d) produce as accurate as possible a copy of the responses of the judge—(e) regardless of the actual validity of those judgments themselves. Note that such a model is always an intraindividual one; that is, it is intended as a representation of the cognitive activities of a single judge. Moreover, the test of the model is not how well it works as a representation of the state of the world (e.g., how well it predicts who will or will not be a successful employee), but rather how well it predicts the inferential products of the judge himself.

In mathematical terms, one begins with a cue matrix of size $M \times N$, where $M =$ the number of variables presented to the judge and $N =$ the number of targets for which the judge is asked to predict. One wishes to discover some combinatorial model which will reproduce as accurately as possible the vector of $N$ responses produced by the judge to the same cue matrix. For this process to be amenable to mathematical analyses, the original cue matrix and the terminal judgmental response vector should be in a quantified format (or in a format easily transformable into a set of numbers). While it is fashionable to lament about the difficulty of transforming “behavioral” data into quantitative form, this difficulty may be more apparent than real. For if the cues (and resulting judgments) can be represented in even so simple a form as a
binary digit (e.g., the patient has characteristic \( X \) versus the patient does not have this characteristic), then quantification is straightforward (e.g., \( X = 0; \) non-\( X = 1 \)). Since a good deal of the data available to many clinicians is already in quantitative form (e.g., test scores, laboratory findings) or can be easily transformed quantitatively with no apparent loss of information (e.g., trait ratings), it is typical for most judgmental investigators to simply present the data to the judge and ask for the judgmental responses in a previously quantified format.

What sort of judgmental model should one try? Since introspective accounts describe the clinical judgment process as curvilinear, configural, and sequential (e.g., McArthur, 1954; Meehl, 1954, 1960; Parker, 1958), one possible strategy is to begin with fairly complex representations, perhaps with an eye to seeing how they may eventually be simplified. For example, Kleinmuntz (1963a, 1963b, 1963c) had a clinician “think aloud” into a tape recorder as he made judgments about the adjustment of college students on the basis of their MMPI profiles. Kleinmuntz then used these introspections to construct a computer program simulating the clinician’s thought processes. The resulting program was a complex sequential (e.g., hierarchical or “tree”) representation of the clinician’s verbal reports.

The research of investigators at two major centers for research on clinical inference—Oregon Research Institute and the Behavior Research Laboratory of the University of Colorado—has proceeded from a diametrically opposite strategy (see Hammond, Hursch, & Todd, 1964; Hoffman, 1960), namely, to start with an extremely simple model and then to proceed to introduce complications only so far as is necessary to reproduce the inferential responses of a particular judge. Rather than beginning with a model which is already complex (e.g., curvilinear, configural, sequential) as Kleinmuntz did, we have opted to start with what is perhaps the simplest of all models: a linear, additive, regression model (of the sort now used rather universally for a host of applied prediction problems). That is, we begin with the hopefully naïve assumption that the responses of a person in a judgment task can be reproduced by a mathematical model of the form:

\[
Z = b_1X_1 + b_2X_2 \ldots + b_kX_k
\]

where \( Z \) is the vector of judgmental responses, \( X_1 \ldots X_k \) are the values of the matrix of \( K \) cues by \( N \) targets presented to the judge, and \( b_1 \ldots b_k \) are constants representing the “weight” of each cue in the judgmental model. In practice, the \( X \) values (the \( N \times K \) matrix of cues) are known to the investigators (they are the stimulus or input variables presented to the judge) and the \( Z \) values are produced by the judge during the course of the experiment. The \( b \) values (regression weights) are found from one subset of the judge’s responses by a standard linear regression analysis, and the “accuracy” of this linear model can then be ascertained by cross-validating these regression weights on the other subset of the judge’s responses. The resulting correlation coefficient \( (R_a) \) represents the extent of agreement between the linear model and the inferential products of the judge.

Since we routinely ask each judge to make his judgments on two occasions (typically these “retest” protocols are sandwiched among the original protocols so that the judge is unaware of the fact that he is ever judging the exact same protocol twice), it is possible to compute a reliability coefficient \( (r_{tt}) \) to represent the stability of the judge’s responses (or, alternatively, the extent to which one can predict his judgments from his own previous judgments of the same stimuli). This reliability coefficient can be viewed as the upper limit to the predictability of any model which we might construct. To the extent that the value of \( R_a \) approaches the value of \( r_{tt} \), the model can be seen as representing the cognitive processes of the judge. When \( R_a \) and \( r_{tt} \) are identical for a particular judge, we have a perfect “paramorphic representation” of his judgment processes. Hoffman (1960) introduced this term to indicate that we do not pretend to be mapping any mind in an “isomorphic” fashion, but are merely seeking to discover some model which accurately generates the judgmental responses themselves.

Since clinicians generally describe their cognitive processes as complex ones involving the curvilinear, configural, and sequential utilization of cues, one might expect that the linear additive model would provide a rather poor representation of their judgments. Consequently, we might anticipate the need to introduce into the model mathematical expressions to represent these more complex processes. For example, if the judge is using a particular cue \( (X) \) in a curvilinear fashion (e.g., a personnel
officer may feel that applicants who score in the middle range of a standardized intelligence test will be more successful salesmen than those who score at either extreme), then we may be able to approximate this judgmental process by adding to the model terms like $X_i^2$, or $X_i^3$, $X_i^4$, etc. That is, we can represent curvilinear cue utilization generally by introducing into the more basic equation terms of the form $bX_i^a$, where $X$ represents the cue value, $a$ is a power constant reflecting the particular curvilinear use of that cue by the judge, and $b$ is once again the weight of the entire term in the overall judgmental model.

While clinicians frequently attest that they use cues in a curvilinear fashion, even more commonly do they call attention to their use of cues in a configural (or interactive) manner. What they mean is that their judgments are not simply dependent on the value of a particular cue, but rather that the relationship between cue $X_1$ and their response is dependent upon (i.e., interacts with) the value of a second cue, $X_2$. For example, a physician might feel that body temperature is positively related to the likelihood of some disease if a patient has symptom $Y$, while temperature has no relevance for this diagnosis if the patient does not have symptom $Y$. Therefore, once again we must find mathematical expressions which approximate such configural cue usage. One way to express the interactive use of two cues, $X_1$ and $X_2$, is by the product term, $X_1 \cdot X_2$. Higher order interactions could be introduced into the basic equation by using even more complex cross-products (e.g., $X_1 \cdot X_2 \cdot X_3$, a term analogous to the three-way interaction line in the classical analysis of variance).

What should be clear from these examples is that we can systematically begin to introduce more complex terms into the basic multiple regression model and see whether the new models are more adequate representations of the judge’s mental processes than was the original linear one. In general, we can introduce curvilinearity in cue utilization, for example,

$$ \sum_{i=1}^{k} b_i X_i^{a_i} $$

configurality, for example,

$$ \sum_{i=1}^{k} \sum_{j=1}^{k} b_{ij} X_i \cdot X_j \quad (i<j) $$

and, of course, much more complex sets of terms, for example,

$$ \sum_{i=1}^{k} \sum_{j=1}^{k} b_{ij} X_i^{a_i} \cdot X_j^{a_j} \quad (i<j) $$

While the introduction of additional terms into the model can never serve to decrease its accuracy in the sample of judgments used to derive the $b$ weights, these extra terms may simply serve to explain chance characteristics of the particular judgments from the derivation sample and thus can severely attenuate the accuracy of the resulting model upon its cross-validation in another sample of judgments. However, when the judge is actually using the cues in a curvilinear or in a configural manner, then the introduction of the mathematical approximations of these processes should serve to improve the model.

While the preceding discussion has focused primarily on the use of multiple regression techniques, it could just as easily have been formulated in terms of the fixed-model analysis of variance (ANOVA), both systems simply being alternative formulations of a general linear model. Since the structural elements underlying both the multiple regression and the ANOVA model are formally equivalent, it is often possible to use the latter in judgment studies—thereby capitalizing on the well-known descriptive and inferential properties of ANOVA (Hoffman, Slovic, & Rorer, 1968). However, the ANOVA model imposes two important restrictions on the cue values to be used in judgment research: (a) the cues must be treated as categorical rather than continuous variables; and (b) the cues must be orthogonal (uncorrelated). While these restrictions make the ANOVA model less suitable for some real life judgment situations (for example, differential diagnosis from the profile of highly correlated MMPI scale scores), there are many real situations—plus a host of contrived situations—where the restrictions are not too severe. In some of these cases, it is possible to use a completely crossed experimental design (all possible combinations of each of the cue levels), provided that neither the number of cues nor the number of levels per cue is too large.

When judgments are analyzed in terms of the ANOVA model, a significant main effect for cue $X_i$ implies that the judge’s responses varied systematically with $X_i$ as the levels of the other cues.
were held constant. Provided sufficient levels of the factor were included in the design, the main effect may be divided into effects due to linear, quadratic, and cubic (i.e., curvilinear) trends. Similarly, a significant interaction between cues $X_1$ and $X_2$ implies that the judge was responding to particular patterns of those cues (i.e., the configural effect of variation of cue $X_1$ upon judgment differed as a function of the corresponding level taken by cue $X_2$). Moreover, it is possible to calculate an index of the importance of individual or configural use of a cue, relative to the importance of other cues. The index $\omega^2$, described by Hays (1963), provides a rough estimate of the proportion of the total variation in a person’s judgments which can be predicted from a knowledge of the particular levels of a given cue or of a configural pattern of cues. An alternative technique for expressing the extent of configural cue usage in the judgment process has been proposed by Hammond et al. (1964).

**The Search for Configural Judges**

With this technical digression now out of the way, let us return to some empirical studies of the clinical judgment process. You will recall that while our research strategy forces us to begin with a simple linear additive model, this model should soon give way to more complex ones, as configural and curvilinear terms are added to fit the judgmental processes of each particular judge. However, in study after study our initial hopes went unrealized; the accuracy of the linear model was almost always at approximately the same level as the reliability of the judgments themselves, and—no doubt because of this—the introduction of more complex terms into the basic equation rarely served to significantly increase the cross-validity of the new model. Hammond and Summers (1965) have reviewed a series of studies in which the same general finding has emerged: for a number of different judgment tasks and across a considerable range of judges, the simple linear model appeared to characterize quite adequately the judgmental processes involved—in spite of the reports of the judges that they were using cues in a highly configural manner.

Three possible hypotheses spring to mind to account for these findings: (a) human judges behave in fact remarkably like linear data processors, but somehow they believe that they are more complex than they really are; (b) human judges behave in fact in a rather configural fashion, but the power of the linear regression model is so great that it serves to obscure the real configural processes in judgment; 

2 (c) human judges behave in fact in a decidedly linear fashion on most judgmental tasks (their reports notwithstanding), but for some kinds of tasks they use more complex judgmental processes.

During the past few years, my colleagues at Oregon Research Institute and I have been systematically experimenting to see which of these three hypotheses is the most plausible. Our general goals have been (a) to discover and use some alternative judgmental models which allow more rigorous checks on the process of cue utilization (e.g., Hoffman, 1967), and (b) to discover and study some new judgmental tasks—tasks where configural cue utilization is most likely to be necessary for making accurate inferences and therefore where configural judgmental processes are most likely to be found. The remainder of this paper will focus primarily on our efforts to achieve this latter goal.

The search for inherently configural tasks has led to three major fields: physical medicine, psychiatry, and clinical psychology. Subject matter experts in each of these fields were consulted in search of diagnostic decisions of a clearly configural nature, and three judgmental tasks—one from each field—were finally selected for intensive study. Experienced medical gastroenterologists chose the first purportedly highly configural task: the differential diagnosis of a benign versus malignant gastric ulcer from the signs which are visible on a stomach X ray. The staff of a large psychiatric hospital provided a second important clinical judgment task: the decision to permit temporary liberty for a chronic patient committed to a psychiatric hospital. And finally, Paul Mehl (1959) chose the third purportedly highly configural judgment task: the differential diagnosis of psychosis versus neurosis from a patient’s MMPI profile.

Let us begin with the problem from medicine,
the diagnosis of benign versus malignant gastric ulcers (Hoffman et al., 1968). Physicians have assured us that there are seven major signs which can be seen in X rays of gastric ulcer patients and that this diagnostic problem can be assessed only by the configural (interactive) use of these seven cues. The seven cues are either present or absent in a given X ray, and one of the cues can only occur when another one is present; consequently, two of the seven cues can be combined into one variable having three levels, while each of the other five cues has two levels (absent versus present). There are thus $3 \times 2^8$, or 96, possible combinations of all seven cues. Nine judges, six experienced radiologists and three radiology residents, were asked to make differential diagnoses for 192 presumably real, but actually hypothetical, patients (two administrations of each of the 96 possible cue combinations). The judges made their diagnoses on a seven-point scale, from “definitely benign,” through “uncertain,” to “definitely malignant.” The inferences of each judge were analyzed by the ANOVA model to ascertain the proportion of the variance in his diagnoses associated with each of the 6 possible main effects (i.e., linear use of the cues), each of the 15 possible two-way interactions, each of the 20 possible three-way interactions, each of the 15 possible four-way interactions, each of the 6 possible five-way interactions, and the 1 six-way interaction.

The major finding was that the largest of the 57 possible interactions, for the most configural judge, accounted for but 3% of the variance of his responses. In the investigators’ own words (Hoffman et al., 1968):

> the largest main effect usually accounted for 10 to 40 times as much of the total variance in the judgments as the largest interaction. On the average, roughly 90% of a judge’s reliable variation of response could be predicted by a simple formula combining only individual symptoms in an additive fashion and completely ignoring interactions (pp. 343–344).

It should be noted that the performance of the judges in this study was rather adequately accounted for in terms of linear effects, in spite of the fact that a deliberate attempt had been made to select a task in which persons would combine cues configurally (p. 347).

While these findings may be disheartening to judgment researchers, another finding could be more generally terrifying. When one examines the degree of agreement between physicians for this diagnostic problem, these interjudge correlations were distressingly low. Of the 36 coefficients of consensus, 3 were negative—the median correlation being only .38. The intrajudge test-retest correlations were reasonably high (ranging .60–.92, $Mdn = .80$), and the task itself was certainly not seen as an impossibly difficult one. Yet, these findings suggest that diagnostic agreement in clinical medicine may not be much greater than that found in clinical psychology—some food for thought during your next visit to the family doctor.³

Let us turn now to some ANOVA analyses of another judgmental task, the decision whether or not to grant temporary liberty to a psychiatric patient (Rorer, Hoffman, Dickman, & Slovic, 1967). The six presumably most relevant variables for making this decision were used in this study. With two levels of each variable (e.g., “Does the patient have a problem with drinking?” “Yes” versus “No”), there were thus 2⁶, or 64, possible cue combinations. Twenty-four members of the professional staff of a psychiatric hospital—6 physicians, 12 nurses, 3 clinical psychologists, and 3 psychiatric social workers—served as judges. Each of them decided whether 128 presumably real, but actually hypothetical, patients (two administrations of each of the 64 possible cue configurations) should be granted the privilege of leaving the hospital for 8 hours on a weekend. Again, as in the previous study, the judgments from each judge were analyzed individually to ascertain the proportion of his response variance which was associated with each of the six main effects and each of the possible two-way, three-way, four-way, five-way, and six-way interactions.

The results were, unfortunately, remarkably similar to those from the previous study. On the average, less than 2% of the variance of these judgments was associated with the largest interaction term, these percentages ranging across the 24 judges from virtually zero to less than 6%. And again, one of the most striking findings was the great diversity—the startling lack of interjudge agreement—among clinicians for this judgment task.

Let us now turn to the third purportedly configural judgment task, the differential diagnosis of neurotic from psychotic patients by means of their MMPI profiles. Paul Meehl (1959) initially

³ For some intriguing corroborative evidence concerning this seemingly subversive statement see Garland (1959, 1960).
focused research on this task on the grounds that:  
"the differences between psychotic and neurotic profiles are considered in MMPI lore to be highly configural in character, so that an atomistic treatment by combining single scales linearly should theoretically be a very poor substitute for a configural approach [p. 104]."  
Meehl collected 861 MMPI profiles from seven hospitals and clinics throughout the United States; each of these profiles was produced from the MMPI responses of a psychiatric patient who had been diagnosed by the psychiatric staff as being rather clearly either psychotic or neurotic—the total sample containing approximately equal numbers of both diagnostic groups. Twenty-nine clinicians (13 PhD clinical psychologists, plus 16 advanced graduate students in clinical psychology) attempted to diagnose each of the 861 patients from their MMPI profiles; the 29 judges rated each profile on an 11-step forced-normal distribution from least to most psychotic. After making some preliminary comparisons of the validity of the clinicians' judgments with the validities achieved by various actuarial techniques (Meehl, 1959), Meehl generously turned over these valuable data to Oregon Research Institute for further analyses.

An extensive investigation of the validity of the clinicians' judgments, as compared to that of numerous MMPI signs and indexes, has already been published (Goldberg, 1965). As in many previous judgment studies, accuracy on this task was not associated with the amount of professional experience of the judge; the average PhD psychologist achieved a validity coefficient identical to that of the average graduate student. Moreover, an unweighted composite of five MMPI scale scores \( L + Pa + Sc - Hn + Pt \) achieved a validity coefficient \( r = .44 \) greater than that of the average judge \( r = .28 \), greater than that of the pooled ratings of all 29 clinicians \( r = .35 \), and even greater than that of the single most accurate judge \( r = .39 \). Moreover, I recently discovered a moderator for the above index, namely another unweighted linear composite \( D + Pa + Sc - F - Hs - Pd \); when some 1,248 patients were divided into three subsamples on the basis of their scores on the moderator variable (i.e., high versus medium versus low moderator scores), the validity coefficients for the three groups were .27, .42, and .58, respectively.

When one turns from analyses of validity to those focused on the judgment process, conclusions become more difficult. For unlike the two previously described judgmental tasks, this one has some serious limitations. Two of these problems are inherent to the task, while a third stems from Meehl's (1959) experimental procedures: (a) the 11 MMPI scale scores presented to the judges are not orthogonal (the 55 intercorrelations range up to almost .80—for example, \( Hs \) versus \( Hn \) = .8 of them being higher than .50); (b) each scale score is a relatively continuous variable covering a considerable range of scale values; and (c) the 29 clinicians in Meehl's original study judged each of the 861 profiles only once (i.e., no repeated profiles were presented). For reasons a and b the ANOVA model is inappropriate for these data, and for reason c it is impossible to ascertain to what extent various judgment models approach the reliability of the judges' responses, since these reliability values are not known. Nonetheless, it has been possible to make some estimates about the nature of these clinical judgments (Wiggins & Hoffman, 1968).

Wiggins and Hoffman (1968) compared—as representations of the cognitive processes of each of the 29 clinicians—the following three models: (a) the standard linear regression model; (b) a quadratic model, which added to the first model all squared terms (e.g., \( X_1^2 \)) and cross-product terms (e.g., \( X_1 \cdot X_2 \)); and (c) a "sign" model, which included a set of 70 MMPI diagnostic signs from the psychometric literature. While Wiggins and Hoffman (1968) interpreted their findings as indicating that, for some judges, one of the nonlinear models provided a slightly better representation of their judgments than the linear model, nonetheless, the most overwhelming finding from this study was how much of the variance in clinicians' judgments could be represented by the linear model. For example, if one compares the judgment correlations produced by the linear model with those from each of the two configural models (see Wiggins & Hoffman, 1968, Table 3), one finds that (a) the linear model was equal to, or superior to, the quadratic model for 23 of the 29 judges (and at best, for the most configural judge, the quadratic model produced a correlation with his judgments which was only .03 greater than that of the linear model); and (b) the linear model was equal to, or superior to, the sign model for 17 judges (the superiority of the sign model being but .04 for
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the single most configural judge). In the authors' own words,

A note of caution should be added to the discussion of differences between linear and configural judges. Though the differences appear reliable, their magnitude is not large; the judgments of even the most seemingly configural clinicians can often be estimated with good precision by a linear model [pp. 76–77].

Once again, the linear model provided an excellent representation of the judgments of most of these clinicians, even for a task which they believed to be a highly configural one.

The point of this discussion is not to assert that clinicians, including the many clinicians studied in the experiments already described, cannot and do not use cue relationships more complex than simple linear ones. In the first two of these studies, for example, there were one or more statistically significant interactions in the judgment models of at least some of the clinicians, and in the third study there were clinicians whose judgments were at least slightly better represented by a model other than the linear one. Moreover, Paul Slovic (1968) has recently demonstrated that the judgments of each of two professional stockbrokers, asked to predict future stock prices from 11 dichotomized indexes, showed significant interactions which are explainable in terms of the theoretical orientations of the brokers themselves. And, in a number of other judgmental studies (e.g., Slovic, 1966), evidence of configural cue utilization has been uncovered. Clearly, clinical judgments can involve the configural utilization of cues. What are, then, the implications from these judgmental investigations?

First of all, it is important to realize that the very power of the linear regression model to predict observations generated by a large class of nonlinear processes can serve to obscure our understanding of all but the more gross types of configural judgments. Yntema and Torgerson (1961) and Rorer (1967) have both demonstrated rather dramatically how observations generated by nonlinear processes can become interpreted as linear ones when analyzed by standard regression and ANOVA methodology; Hoffman et al. (1968) and Hoffman (1968) provide an excellent discussion of this problem as it applies to the judgment process. If we return once again to the three competing hypotheses which provided the framework for launching these judgmental investigations, I would now assert that our original hypothesis (b)—that judges can process information in a configural fashion, but that the general linear model is powerful enough to reproduce most of these judgments with very small error—is, at this point, certainly the most compelling one.

Consequently, if one's sole purpose is to reproduce the responses of most clinical judges, then a simple linear model will normally permit the reproduction of 90%–100% of their reliable judgmental variance, probably in most—if not all—clinical judgment tasks. While Meehl (1959) has suggested that one potential superiority of the clinician over the actuary lies in the human's ability to process cues in a configural fashion, it is important to realize that this is neither an inherent advantage of the human judge (i.e., the actuary can include nonlinear terms in his equations), nor is this attribute—in any case—likely to be the clinician's "ace in the hole." If the clinician does have a long suit—and the numerous clinical versus statistical studies have not yet demonstrated that he has—it is extremely unlikely that it will stem from his alleged ability to process information in a complex configural manner.

LEARNING CLINICAL INFERENCE

If "clinical wisdom" results in linearly reproducible judgments of rather low validity, it becomes sensible to ask whether these judgments could not be improved through training. Leonard G. Rorer and I reasoned that the major cause of the low validity coefficients reported for the judgments of practicing clinicians is the fact that in most, if not all, clinical settings there is no realistic opportunity for the clinician to improve his predictive accuracy. For learning to occur, some systematic feedback regarding the accuracy of the judgmental response must be linked to the particular cue configuration which led the clinician to make that judgment. But, in clinical practice feedback is virtually nonexistent, and in the relatively rare cases when feedback does occur the long interval of time which elapses between the prediction and the feedback serves to ensure that the initial cue configuration leading to the prediction has disappeared from the clinician's memory. As an example, say a clinician infers the prognosis "high suicide potential" from the MMPI profile of Patient A and writes in his report a statement like "Patient A has a high risk of committing suicide and therefore should be carefully watched." In
most cases Patient A eventually returns to the community or moves to another hospital, and the clinician does not know whether the patient ever attempted suicide (accurate inference) or not (inaccurate inference). And if in 3 years the clinician happens to read in the newspaper that Patient A committed suicide, he is unlikely to be able to recall the particular MMPI profile configuration which initially led to this (successful) prediction, with the result that the "cue configuration → suicide inference" link is in no way strengthened.4

What is necessary for clinical inference to be learned, Rorer and I reasoned, is that the clinician obtain immediate feedback concerning the accuracy of his judgments—ideally feedback which occurs after the judgmental response has been formulated but before the removal of the cue configuration which led the clinician to that response. Moreover, if the cues are related to the criterion in some curvilinear and/or configural manner, then the clinician should be able to learn these more complex relationships, modify his own judgmental processes to incorporate such configural elements, and thereby begin to make judgments for which the best representation is a more complex model than the linear one.

To test this hypothesis, Rorer and I designed a study in which judges were given immediate feedback on the same task previously described, namely, the differential diagnosis of psychosis versus neurosis from MMPI profiles. Three groups of judges—termed expert, middle, and naive—were studied. The expert group was composed of three clinical psychologists who had had extensive MMPI experience. The naive group was composed of 10 nonpsychologists who were unfamiliar with the MMPI and who were told only that their task was to learn to differentiate "N" from "P" profiles. The middle group was composed of 10 psychology graduate students who had at least a passing familiarity with the MMPI and some idea of the difference between a neurotic and a psychotic patient.

The judges received alternate weeks of training and testing. Five sets of 60 training profiles, each of which contained the criterion diagnosis on the back of the profile sheet, were assembled from 300 profiles drawn at random from one hospital sample. Thirty of these profiles in each set were repeated so that there was a total of 90 profiles in each training set. Ten testing sets were constructed, each set including profiles from a different clinical sample (one of which was the same as that used in the training set). Whenever possible, the testing set was composed of 100 profiles, 50 of which were then repeated, so that there was typically a total of 150 profiles in each testing set. Judges were instructed to diagnose the profiles from one set per day for 5 days per week. The judges were asked to classify each profile in turn and also to indicate their confidence in each of their judgments.

While all of the analyses of these data have not been completed, some preliminary results are available (Goldberg & Rorer, 1965; Rorer & Slovic, 1966). Let us first look at the levels of accuracy achieved after 9 weeks of daily training and 8 alternate weeks of daily testing. By this point, the judges had already received 90 training profiles per day (450 per week) for a total of over 4,000 training profiles (each followed by immediate feedback), plus another 6,000 testing profiles—over 10,000 profiles in all. But, while all three groups of judges manifested some learning on the training profiles, only the naive group showed any generalization of this learning in improving their accuracy on the testing profiles. The average naive judge was correct about 52% of the time at the beginning, and after 17 weeks he had increased his accuracy to about 58%. The middle and expert judges were virtually indistinguishable, both groups achieving an average accuracy percentage around 65% at the beginning of training and the same figure after 17 weeks. Thus, even after 4,000 training profiles, the average accuracy percentage for the naive judges was still substantially below that manifested by the expert and middle judges.

For the expert and middle judges, training on this task turned out to almost completely sample specific; there was virtually no cross-sample generalization of learning as a result of intensive training on over 4,000 MMPI profiles!

Faced with these startling findings, a number of experimental variations in the training procedures were introduced in an effort to increase judgmental accuracy. Two naive and two middle subjects
were assigned to each of the following five subgroups:

**Standard condition.** These subjects continued what they had been doing all along. They were therefore a control group for the other four experimental variations.

**Group training.** Two subjects worked together and agreed on a response. There was one naive pair and one middle pair. They were tested both individually and as a pair.

**Generalization training.** Subjects in the generalization training group were given training on previously unused profiles from those installations on which the judges had achieved their poorest results.

**Formula training.** These subjects were given the formula \( (L + Pa + Sc - Hy - Pt) \) and told that it would increase the accuracy of their judgments. They were encouraged to use the formula as a guide to indicate the scales to which they might profitably attend.

**Value training.** The judges in this group, including all three experts, were given the numerical value of the formula for each profile and the optimum cutting score. They were told that this formula would achieve approximately 70% accuracy and that it would be more accurate for extreme values than for values close to the cutting score. They were free simply to report the formula diagnosis for every profile (a procedure which in every case would have allowed them to increase their judgmental accuracy), though they were encouraged to try to find ways in which they might improve on the formula decision.

After 8 more weeks (4 of training and 4 of testing), we found that those groups given value training (including all of the experts) had, on the average, increased their accuracy to a bit below 70% correct. But, none of the other experimental groups showed any substantial learning. Giving judges the optimal formula (formula training) resulted in a rapid increase in diagnostic accuracy (especially for the naive group), but this effect gradually wore away over time. By the end of the study the formula training groups were again achieving approximately the same level of accuracy as the standard training control groups. On the other hand, giving judges the actual values of the optimal formula for each profile (value training) did result in a stable increase in diagnostic accuracy, though the accuracy of these judges' diagnoses was not as high as would have been achieved by simply using the formula itself.

The thousands of judgments collected during those months of intensive training should yield many more nuggets than these few which I have scraped off the top. But, I doubt whether the conclusions we can already draw will have to be drastically changed. It now appears that our initial formulation of the problem of learning clinical inference was far too simple—that a good deal more than outcome feedback is necessary for judges to learn a task as difficult as the present one. The research of Chapman and Chapman (1967) serves to reinforce this belief by providing an even more stunning example of the pitfalls of relying solely upon feedback to improve the accuracy of clinical inferences.

In what is perhaps the most ingenious series of studies of clinical judgment ever carried out, Chapman and Chapman (1967) have demonstrated how prior expectations of the relationships between cues and criteria can lead to faulty observation and inference, even under seemingly excellent conditions for learning. The Chapmans exposed subjects to human figure drawings, each of which was paired with two criterion statements concerning the characteristics of the patients who allegedly drew the figures. Though these training materials were constructed so that there was no relationship between the cues and the criterion statements, most subjects erroneously "learned" the cue-criterion links which they had expected to see. In fact, the "illusory correlation" phenomena demonstrated by the Chapmans was such a powerful one that many subjects trained on materials where the cue-criterion relationships were constructed to be the opposite of those expected still persisted in "learning" the erroneous relationships! For further documentation of this pervasive source of bias in the learning of clinical (and other) types of inference see Chapman (1967).

The intriguing research of the Chapmans illustrates the ease with which one can "learn" relationships which do not exist. Our own MMPI learning research, plus that of others (e.g., Crow, 1957; Sechrest, Gallimore, & Hersch, 1967; Soskin, 1954), demonstrates the problems which can be encountered in learning those relationships which do exist. What now seems clear is that at least three conditions—all of which are are missing from the typical clinical setting—must hold if more complex
clinical inferences are to be learned. First of all, some form of feedback (e.g., Skinner, 1968; Todd & Hammond, 1965) is a necessary, though not necessarily a sufficient, condition for learning to occur. Second, at least for problems of the complexity of many encountered in clinical practice, it may be necessary to be able to disturb the natural sequence of cue presentations—to rearrange the order of cases—so that one’s hypotheses can be immediately verified or discounted. It does little good to formulate a rule for profile Type A, only to have to wait for another 100 profiles before an additional manifestation of Type A appears; what one must do is group together all Type A profiles in order to be able to verify one’s initial inference.

In the clinical setting this means studying those patients who manifest some particular cue configuration of interest, rather than taking patients as they come in the door. Finally, as the Chapmans’ (1967) clever research so vividly demonstrates, it may often be necessary to tally the accuracy of one’s hypotheses, thereby letting some variant of a paper-and-pencil boxscore substitute for the more ephemeral storage capacities of the unaided human brain.

But, what do we call that process which is characterized by a disruption of the naturally occurring order of observations, plus immediate feedback on cue-criterion links, followed by some concrete form of tallying the accuracy of one’s hypotheses? We call it RESEARCH.
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